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ABSTRACT: Selecting an optimal web service among a list of functionally equivalent web services still remains a 
challenging issue. For Internet services, the presence of low-performance servers, high latency or overall poor service 
quality can translate into lost sales, user frustration, and customers lost. Existing system based on Hidden Markov 
Models (HMM), which further suggests an optimal path for the execution of user requests. It only calculate response 
time. In this project  propose three different algorithm Ant Colony (-based) Optimisation, genetic algorithm and 
Analytic Algorithm. The technique is  show can be used to measure and predict the behavior of Web Services in terms 
of cost, availability and response time can thus be used to rank services quantitatively rather than just qualitatively. 
Anti-colony optimisation algorithm used to classify the response time.Genetic algorithm used to detect particular web 
service cost and analytic algorithm used to check the availability of webservices. It demonstrate the feasibility and 
usefulness of the methodology by drawing experiments on real world data.  The results have shown how the proposed 
method can help the user to automatically select the most reliable Web Service taking into account several metrics, 
among them, system predictability and response time variability. 
 

 
I. INTRODUCTION 

 
 Web Services mean many things to many people. In the end, there will be a set of standards which allow us to 
do things could not do before, but in the meantime different people and companies approach them from different 
positions, and with different expectations. In 2001-2, Web Services have also been a buzzword used repeatedly and 
claimed to be one of the hot new technologies. The common themes are:- 

 A departure from the web as a quasi-static information space to one in which interactions are the primary 
model 

 A use of HTTP, XML and other standards from the web architecture as the building blocks 
 A typical focus on enterprise wide and inter-enterprise operations 

 The Web in Web Services is, from the first point, a misuse: the term Internet Services would be more 
appropriate. The Web comes from the second point - the use of the HTTP and XML is already in use as a well-
understood and well-debugged set of protocols which support the Web, and so it makes sense to reuse them in 
providing remote operations and those things connected with them. The third point is what makes web service 
requirements so different from a local RPC system. The fact that data is exchanged for business purposes and between 
different social entities means that accountability is required, rather than just reliable transmission. 

 The vendors of software see web services as way to repackage existing capability in a way which makes it 
interoperable with other systems. 

 The security requirements for web services are dictated by the trust environments, whether it is intranet or b2b 
or b2c, etc. 

 For b2b one needs not just reliability but accountability. 
The architecture of Web Services is the scope of the W3C Web Service Architecture Working Group. 
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Fig. 1 Service oriented Architecture 

 
However, the essential part of Web services is the Interact relationship between a Service provider and Service 

requestor. This is the Web Service. Discovery agencies need not be used - it will in some cases but not in others. The 
discovery agencies are well represented as a cloud, rather than being a well-defined module in the web services 
architecture. It will become interface to a huge world of data and query services which provide data about web services 
as well as many other things. The Interact between requestor and provider is the essential defining element to web 
services. As  shall see, the metadata about web services 
 
 There is a mass of different pieces being bolted onto the foundations of Web Services provided by WSDL and 
SOAP 1.2 and the diagram implies things considerably. The management layer is a supervisory layer allowing the 
control of the many agents involved in a web services-based operation. The "Application semantics" layer indicates the 
necessity, for any useful interoperability, to have 
 

 
Fig. 2 Webservices Diagram 

 
 The question of the relationship between these two activities is constantly in the air.The whole description side 
is a clear semantic web application, and so long as XML languages are defined which introduced with English language 
specs but no RDF mapping, there is a potential ambiguity which will have to be resolved later in making that mapping, 
there is an inability to use common semantic web tools, and there is cost down the road assuming semantic web tools 
will eventually be used. Essentially, web serve ices become instant legacy technology for the semantic web.The 
DAML-services collation of researchers is tackling the job of service description at a higher level.Many things which 
are described as web services can in fact be described as the publication of a series of semantic web documents, just as 
the billing of a peer company is in reality effected by the issuance of an invoice.When Semantic Web agents query each 
other, it  could use SOAP (though a direct encoding into an HTTP URI may also be effective).When Semantic Web 
agents update each other, it should use SOAP, running typically over HTTP POST. 
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II. SYSTEM ARCHITECTURE 
 

 Design is a multi- step that focuses on data structure software architecture, procedural details, algorithm etc… 
and interface between modules. The design process also translate the requirements into presentation of software that 
can be accessed for quality before coding begins. Computer software design change continuously as new methods; 
better analysis and border understanding evolved. Software design is at relatively early stage in its revolution. 
 Therefore, software design methodology lacks the depth, flexibility and quantitative nature that are normally 
associated with more classical engineering disciplines. However techniques for software designs do exit, criteria for 
design qualities are available and design notation can be applied. 
 The input design is the link between the information system and the user. It comprises the developing 
specification and procedures for data preparation and those steps are necessary to put transaction data in to a usable 
form for processing can be achieved by inspecting the computer to read data from a written or printed document or it 
can occur by having people keying the data directly into the system. The design of input focuses on controlling the 
amount of input required, controlling the errors, avoiding delay, avoiding extra steps and keeping the process simple. 
The input is designed in such a way so that it provides security and ease of use with retaining the privacy. Input Design 
considered the following things: 

 What data should be given as input? 
 How the data should be arranged or coded? 
 The dialog to guide the operating personnel in providing input. 
 Methods for preparing input validations and steps to follow when error occur. 

 
 A quality output is one, which meets the requirements of the end user and presents the information clearly. In 
any system results of processing are communicated to the users and to other system through outputs. In output design it 
is determined how the information is to be displaced for immediate need and also the hard copy output. It is the most 
important and direct source information to the user. Efficient and intelligent output design improves the system’s 
relationship to help user decision-making. 
The output form of an information system should accomplish one or more of the following objectives. 

 Convey information about past activities, current status or projections of the 
 Future. 
 Signal important events, opportunities, problems, or warnings. 
 Trigger an action. 
 Confirm an action. 

 
Fig. 3 System Architecture. 
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III. INPUT DATA CONVERSION 
 

Generally atomic web service is composed of different hidden states that are invisible to consumers. Each state is 
responsible to output certain results during time t. The probability of the response to certain requests depends on 
execution of these hidden states. When a consumer of a web service accesses a remote web service, sometimes he 
receives an unprecedented delay even under best operational conditions. It believe that this exceptional delay is because 
of unreliable hidden states responding to users’ request at that particular time. Delay represents the state where system 
receives the results after long time, however, crash/error represents the state where WS crashes or user receives no 
response from WS. 
 

Hidden states can entertain user’s requests randomly and produce results anytime. As these hidden states can also 
be accessed from other hidden states while service invocation, hence the model is of ergodic type. There may be/exist 
certain hidden states that may produce results in similar patterns of time intervals of having different configurations. 
Communication delay or latency for calling another service inside target web service will also be involved in overall 
response time) clear identification among feature values is required which in machine learning is referred to as Feature 
Normalization. These features may be categorized in terms of memory requirements, network requirements, software 
service requirements etc. This will help to define the initial values of the probability of success or failure of hidden 
states. It shows general implementation of a WS used in exemplary scenario. User receives different observation 
symbols A, B, and C while he invokes a web service during a certain time interval t.  
 

It iteratively improves the basic model which provides convergence to local optima, whereas second step, first 
requires us to compute current state of the system. Then based on current state, future behavior of the system is 
predicted. This can be computed using Ant colony optimization, genetic and analytical algorithm. Based on above two 
steps, for selecting an optimal WS and an optimal path for executing user requests strategy can be further divided into 
following steps: 

 
1. Building a directed graph among hidden states of component web services used in composition. 
2. Analyzing the current status of each vertex of directed graph i.e., underlying hidden states. 
3. Predicting hidden states’ behavior in terms of response time during nth time interval t. 
4. Finally, selecting optimal web services used in composition based on hidden states’ behavior. 
 
 

Adjust the model parameters to analyze current state of the internal structure of web services.  Build a directed 
graph using concept of hidden states to select optimal path for executing the user request. Predict the future behavior of 
these web services during nth time interval to select better web service for optimal composition. This can be useful in 
building a directed graph among hidden states of web service in group1 to the hidden states of web service in group2 at 
time t. A directed graph is developed among 12 hidden states of 3 web services WS3, WS4, and WS5 from group1 and 
16 hidden states of 4 web services WS1, WS2, WS3, and WS4 of group 2.For simplicity we have shown only two web 
services with their corresponding hidden states. When user connects with the system, then based on prediction results 
system finds the WS, probabilistic behavior of whose hidden states are at their best level during that interval and then 
connect with it. Later algorithm1 is exploited to select an optimal path with minimum probabilistic value for executing 
user requests in the most efficient and reliable way. 
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IV. RESULTS 
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V. CONCLUSION 
 

 In this paper, we at first propose a probabilistic model for predicting response time of web service and then 
selected an optimal web service at runtime from the list of functionally equivalent web services. To know the 
probabilistic insight of WSshave used to  Ant colony optimization, genetic and analytical algorithm. In the model have 
assumed that WS is deployed on a cluster of web servers and sometime the delay or crash during WS invocation is 
because the bad node in sever clustering responds to users’ requests. With the help of Ant colony optimization, genetic 
and analytical algorithm have predicted the probabilistic behavior of these web servers and then selected the WS based 
on their probabilistic value. Experiment shows that the proposed model is more general and detailed in comparison to 
existing models. This not only predicts the overall behavior of composite web service but it further provides the 
solution to complete user requests in the most efficient and reliable way. 
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